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Autonomous Machine Era

« Autonomous Machines on the Rise

Self-Driving Cars Drones Legged Robot AR/VR  Embodied Al Robot

- Wide Appllcatlon Potentlal

Package Delivery Search & Rescue Agriculture Mnufacture “ Healthcare
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| From Simple Tasks to Complex Long-Horizon Tasks

Complex Long-Horizon Multi-Objective Tasks

Static Simple Tasks (
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Long-Horizon Multi-Objective Planning

Alice

“Hi, Bob. I
found 3 target objects > @® Bob
in the kitchen, (Human/AI)

I rememb§r “OK, thanks for your
you were hold}ng an ~ information, I'll go to
empty container, 2 transport them.”

can you come here to | *llt
pick them up while I |~ / I:_
go to explore other HETIE o —
rooms?”’

* Task: long-horizon multi-objective task and motion planning

* Features: require long-term planning and reasoning capability
* Examples: household tasks, transport objects, make meal, set up table, cook...
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| Demo: Long-Horizon Multi-Objective Planning

Bob Alice Bob Alice
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| Demo: Long-Horizon Multi-Objective Planning
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Generative Al-Inspired Embodied Systems

Sensor
Tokens

Pick up the industrial object . : e i . " AX
and place in yellow bin. { )

AGrip Figure Al Helix

Input Image

NVIDIA
GROOT-N1  ‘Puteggplant

in bowl”

-anguage Instruction

- ! SYSTEM 1
Pick up the butter and J ey,
hand it over to the robot | = A Fast, ReactlveCon

O p en V LA on your left.”

- w

Whole Upper Body Control
Jointangles
Finger positions
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| Embodied Agentic Systems

Cognition Capability
(System 2)

ﬂ Human-like reasoning
E) Trustworthy decision making

Human-agent interaction

[ Autonomy Capability }
(System 1)
Perception, localization and
mapping, path planning,
control and action

SYSTEM 1

Intuition & instinct

SYSTEM 2

Rational thinking

Fast
Associative
Automatic pilot

Source: Daniel Kahneman

System 1 System 2
(Fast thinking) (Slow thinking)
intuitive, instinctive, rational, logical,

automatic cognitive
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| Embodied Agentic Systems

{ Cognition Capability ] Requirements
G:> (System 2)
Human-like reasoning Real-Time ]
Trustworthy decision making Performance
E) Human-agent interaction
Energy J
[ Autonomy Capability J Efficiency
(System 1) |
Perception, localization and [ De5|g.n. J
mapping, path planning, Scalability

control and action
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| Goal of this Work

e Understand fundamental building blocks ﬁ .
and paradigms of embodied systems.

|
Long-Horizon

* /dentify system characteristics and sources r ‘
of inefficiency of embodied systems. ‘

Task Performance

X

Latency and Energy
Efficiency

Performance T
@ Scalability

=

* Demonstrate optimization opportunities
and scalability-efficiency improvements
for embodied systems.
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| Outline

e Understand fundamental building blocks ﬁ
and paradigms of embodied systems.
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Embodied System Example: CoELA

Bob

ISPASS 2025

Alice

Our Agent  (b)(

4

4 -
Environment W > Y

g Obs.

\

\

\\\

3y

N Y,
Obs. Act. Act.

4 N\

Other Agent/Human

(d)

\

i Update
Perception Module >
\. J/
s ) i
Communication Retrieve
Module @)
Message
( ) Retrieve
Planning Module©
\. J
Update
Plan —
. .
Retrieve

Execution Module

J

Semantic Mem

Memory Module “

(b1)
Semantic map

Task progress

Agent state
Episodic Mem
((b2) )
Action history
Dialogue history
N\ J/
Procedural Mem
((b3) N\
Agent code
LLM param
\_ y,

=/

Zhang et al, “CoELA: Building Cooperative Embodied Agents Modularly with Large Language Models”, in ICLR 2024
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Embodied System Example: COMBO

ﬂNorId State Estimation\

y, Environment Other Agents
A 90
Reconstructed t y ‘}9 ‘g I @ ;m
Partial o\
Point Clouds 1

Egocentric RGBD
Observation

place the black
bread onto the plate

Rendered
Partial
Noisy
World State
( )
| place the black bread 8 o
. onto the cutting board . =
Diffusion Model Action Compositional 8
Proposer W =]
orld Model
| place the black bread ':_l
onto the plate <
)
C_ g
Inpainted Intent o
World State Tracker [ Bobmay place the burger bottom onto the plate °
\ \L —

Zhang et al, “COMBO: Compositional World Models for Embodied Multi-Agent Cooperation”, in ICLR 2025
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Embodied System Example: MindAgent

Planning Skills & Tool use LLM
| B2 neWorIdg SialcH Dispatcher Memory
L [ar] Game pgEieetn | Current State Update
M ¢ gesimmgw . 1
i Y/ < % Info., Tool state | Textnfo. < agent state State M:amory
L % ‘ - : environment History
i /% 5 Agent holdings | Wstate
o 7 " | _— Environment
i ’mmﬁ Pending Dishes | ,/' =~ aRviremmER: State History
: . : . i 1 Al Agent
i Gaming Environment . 1 . feedback
i Timer . 1Interaction,
: 1 ’ j
T [(___I_a GPT-4 _ Trajectory Agent State
| Action ' - History
i Human Actions St N U- -(;"-)
! Controller @ Action b P ‘ate
p—— . : . 1‘ Action Actions
: Multi - Agents Validation List of action types | Prompt History
Y & Pattern for the ———
g % ’ i Somain v actions instructions Feedback
i - " inference History
n Specific Extraction full knowledge
NPC Human Language . 1
i Collaborators  Player action names from i one-shot
i the returned tuples -
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| Embodied Agent System Paradigm

()

Environment
I

Actions
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| Embodied Agent System Paradigm

Sensing Module:
- Vision Transformer
- DINO

@ - Segment Anything
- CLIP

- NeRF
- Gaussian Splatting
Pointcloud Gen

Sensing
Module (S) >

Actions

Environment
i
I
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Embodied Agent System Paradigm

Memory Module:
- Observation memory

- Action memory
@ - Dialogue memory

- External memory

5 Memory Module (M)

S Observation Memory <
N Sensing . S
S — [ : Retrieved o
§ Module (S) Action Memory T S
3 Dial h
& 1alogue Memory
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Embodied Agent System Paradigm

ISPASS 2025

Environment

()

Sensing
Module (S)

Planning Module

l‘ ®» @

Memory Module (M)

Action Memory

Observation Memory
> } Retrieved

Memory

Dialogue Memory
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Planning Module:

Actions

LLM
VLM
CoT, ToT, GoT, etc
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Embodied Agent System Paradigm

ISPASS 2025

Environment

()

Sensing
Module (S)

Observation Memory
> } Retrieved

Communication L
Module (C) &

Planning Module

@l_ ®» @

Memory Module (M)

Action Memory

Memory

Dialogue Memory

Actions

Zishen Wan | School of ECE | Georgia Institute of Technology

19



Embodied Agent System Paradigm

ISPASS 2025

Environment

()

Sensing
Module (S)

Observation Memory
> } Retrieved

Communication L
Module (C) &

Planning Module

@l_ ®» @

Memory Module (M)

Action Memory

Memory

Dialogue Memory

T_ Reflection Module@]‘_

(R)

Actions
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Embodied Agent System Paradigm

Execution
Module (E)

Communication L
@ Module (C) &
Planning Module -
l‘ (P)
y
S Memory Module (M)
S Observation Memory
N Sensing .
.§ T Module (S) M Action Memory ]‘ }?\Zznnf::;
5 Dialogue Memory

(R)

T_ Reflection Module@]‘_

Actions

ISPASS 2025

Zishen Wan | School of ECE | Georgia Institute of Technology

Execution Module:

A-star planning
RRT planning
Factor graph
optimization
Model predictive
control (MPC)
Inverse dynamics
control
QP-based control

21



| Embodied Agent System Paradigm

Sensing Module:

- Vision Transformer
- DINO

- Segment Anything
- CLIP

- NeRF

- Gaussian Splatting
- Pointcloud Gen

Memory Module:

- Observation mem
- Action mem

- Dialogue mem

-  External mem

ISPASS 2025

Execution
Module (E)

Communication L
EJ Module (C) &
Planning Module -
l‘ (P)
y
S Memory Module (M)
S Observation Memory
N Sensing .
QS —1—p : Retrieved
§ Module (S) Action Memory ]‘ Memory
L§ Dialogue Memory

L

Reflection Module ]‘_
(R) S

Zishen Wan | School of ECE | Georgia Institute of Technology

Actions

Planning/

/Reflect Module:
LLM
VLM

CoT, ToT, GoT, etc

Execution Module:

A-star planning
RRT planning
Factor graph
optimization
Model predictive
control (MPC)
Inverse dynamics
control
QP-based control
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| Embodied Agent System Paradigm

()

Sensing N Execution
Module (S) Module (E)

Environment
I

Actions
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System 1
(Autonomy
Capability)

Fast &
Intuitive
Thinking
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Embodied Agent System Paradigm

System 2
(Cognition
Capability)

Slow and
Rational
Thinking

ISPASS 2025

Environment

()

Communication L
Module (C) &

Planning Module

u' ®» @

Memory Module (M)

Observation Memory
Action Memory } IT\ZLHHT;’:;

Dialogue Memory

(R)

T_ Reflection Module@]‘_

Actions
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Embodied Agent System Paradigm

Cooperative Embodied Al Systems

Communication
Module (C) &

[

Planning Module
P

Sensing
Module (S)

Memory Module (M)

IObservation Memory

I Action Memory l}\?{;ﬁgf}?
I Dialogue Memory

Execution
Module (E)

L

Reflection Module
(R)

ISPASS 2025

Zishen Wan | School of ECE | Georgia Institute of Technology

25



Embodied Agent System Paradigm

Cooperative Embodied Al Systems

Communication
Module (C) &

Planning Module
P

Sensing
Module (S)

|

IObservation Memory

Memory Module (M)

I Action Memory l}\?{;ﬁgf}?
I Dialogue Memory

Execution
Module (E)

L

Reflection Module
(R)

ISPASS 2025

000000

Centralized
paradigm
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Embodied Agent System Paradigm

Cooperative Embodied Al Systems

Communication P

N, Module (C) &
Planning Module L

l’ (P) &

Memory Module (M)

Sensing IObservanon Memory - Execution
- Retrieved | |
Module (S) I Action Memory Memory Module (E)

I Dialogue Memory

T_ Reflection Module
(R)

000000

Centralized Decentralized
paradigm paradigm
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| Summary - Embodied Agent System Paradigm

Environment
|

Embodied Agent
General Paradigm

Communication

Module (C) &[]

Single-Agent Embodied Al System

Multi-Agent Embodied Al System

Planning Module . P
(P) ]
Y Vision-
Memory Module (M) b M el ,|Language
Observation Memo 2 -Action
> pensing > : = Retrieved Execution § 1 Mol
Module (S) Action Memory i Module (E) 3 Y §
Dialogue Memory s R o)
Q
O
Reflection Module ; ;
(R) Modular End-to-end Centralized Decentralized
paradigm ' paradigm paradigm paradigm
ISPASS 2025
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Summary - Embodied Agent System Paradigm
. Computing Modules . Computing Modules
System Paradigm Workloads Sense Plan Comm. Mem. Refl. Exec. System Paradigm Workloads Sense Plan Comm. Mem. Refl. Exec.

Mobile-Agent [33] | v X x v/ v LLaMAC [51] X v/ v v X v
AppAgent [34] v / X X X v MindAgent [6] x v / X v
PDDL [13] x v X x v/ X OLA [21] X v/ v v  / v
RoboGPT [14]  / X X X v Centralized ALGPT [52]  / v X v
VOYAGER [35] X v x v v / Paradigm CMAS [20] v v v v X 7
MPS5 [36] v / X x v/ v ReAd [53] X / v x / v
RILA [37] v / X o/ v Co-NavGPT [54] / v X X v
CRADLE [25] v / X o/ v Multi- COHERENT [28] o/ v v / v
STEVE [38] v / X X X v DMAS [20] o/ v X v
Modularized | DEPS [15] S/ X X 7 7 Agent HMAS [20] 7 7 7 7 7
Paradigm JARVIS-1 [24] v / X o/ v AGA [55] o/ v / v
. FILM [9] v / X X X v . CoELA [4] o/ v X v
i‘;ﬁ’ LLM-Planner [23] | ¥ < X X 7 7 D‘if:rr;g;gh;ed FMA [56] X 7 7 7 7 7
EmbodiedGPT [39] | v V X X X v COMBO [4] / v X v
Dadu-E [40]  / X 7/ v RoCo [27]  / v / v
MINEDOJO [41] v / X v X v AgentVerse [57] X v X X v
Luban [42] v / X / v KoMA [58] X v/ v v / v

MetaGPT [43] X v  / v

Mobile-Agent-V2 [44]| v X v / v

RT-2 [45] Vision-Language-Action Model

RoboVLMs [46] Vision-Language-Action Model

End-to-End GAIA-1 [47] Generative World Model Please refer to paper for more details
Paradigm 3D-VLA [48] 3D Vision-Language-Action Model
Octo [49] Vision-Language Model + Exec Policy
Diffusion Policy [50] Diffusion Policy
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Research Question:

What are the system characteristics and sources
of inefficiencies in these embodied systems?
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| Outline

* /dentify system characteristics and sources r ‘
of inefficiency of embodied systems. ’
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| Representative Embodied Agent Workloads

1 | I, s || , N
e mw . I e — c p—
Embodied Queries Text Queries Embodied | ! n Take a toy shark to avironment Lerception i o . ! 1 Perception | Update
g 3 Planning : e my bed. 1 E ™ Promie I promnt i ' gj Action List i ) Module
ﬁ)‘i Vision Embodied Languag ;ﬁi Lia 1 ( L Bedroom - : s ) anaE i i Execute LLME ”
Transformer Former Mapping ma Video : ( :E[ Memory ]’:> l I ';"': il:> .| | Communication |Retrieve
Caption 1 F [ 1 = | 1 ] E ! : L Module "
b -2 ! ' Acti | o emo
\xixg : A / :i Assistant LLM ' H s E k - - lMessage\ Mod :'y
3 CNN wiglobal Policy Video | ! i ) i N T Nt : Planning  [Retriove
Pooling Mapping Q&A I High-Level Planning Low-Level Action | ey Module
| : Prompts Mel:nry amn Fu-dliacl\ Pk : eedbac — Update
e 1 - Navigate... I [ Failur? Feedback J [ Succesf Feedback T ]
- - Didlogiic : Llama 3.1 8B VLM &~ —— Place... : Potential Reasons Execution Results Ry L )
. 1 . . .
EmbodiedGPT Physical Control : DaDu-E i COHERENT Environmental information o 4
Embodied AI Systems - - Systen? Module - - Application Datasets and Tasks
Sensing Planning Communication| Memory Reflection | Execution
EmbodiedGPT [39] ViT Llama-7B - - - MLP Embodied planning, visual captioning, VQA Franka Kitchen [59], Meta-World [60], VirtualHome [61]
JARVIS-1 [24] MineCLIP |GPT-4/Llama-13B - Ob., Act. |Llama-13B| Action list | Embodied planning (e.g, obtain diamond pickaxe) Minecraft [62]
DaDu-E [40] PointCloud Llama-8B - Ob., Act. |LLaVA-8B| AnyGrasp Object transport, Autonomous decision-making Self-designed four-level tasks
MP5 [36] MineCLIP GPT-4 - - GPT-4 | MineDojo |Object transport, Situation-aware long-term planning Minecraft [62]
DEPS [15] Symbolic info GPT-4 - - CLIP MineDojo | Embodied planning (e.g, obtain diamond pickaxe) Minecraft [62], MineRL [63], ALFWorld [64]
MindAgent [6] - GPT-4 GPT-4 Ob., Act., Dx. - Action list Collaborative planning, gaming, housework CuisineWorld [6], Minecraft [62]
OLA [21] - GPT-4/Llama-70B GPT-4 Ob., Act.,, Dx.| GPT-4 | Action list Collaborative planning, object transport VirtualHome [61], C-WAH [65]
COHERENT [28] DINO GPT-4 GPT-4 Ob., Act.,, Dx.| GPT-4 |RRT/A-star| Collaborative planning, Robot arm manipulation BEHAVIOR-1K [66]
CMAS [20] ViLD GPT-4 GPT-4 Ob., Act., Dx. - Action list | Collaborative planning, manipulator, object transport BoxNetl, BoxNet2, WareHouse, BoxLift [20]
CoELA [4] Mask R-CNN GPT-4 GPT-4 Ob., Act., Dx. - A-star Collaborative object transporting, housework TDW-MAT [67], C-WAH [65]
COMBO [5] Diffusion LLaVA-7B LLaVA-7B |Ob., Act., Dx. - A-star Collaborative gaming, housework TDW-Game [68], TDW-Cook [68]
RoCo [27] ViT GPT-4 GPT-4 Ob., Act.,, Dx.| GPT4 RRT Robot arm motion planning, manipulation RoCoBench [27]

DMAS [20] ViLD GPT-4 GPT-4 Ob., Act., Dx. - Action list | Collaborative planning, manipulator, object transport BoxNetl, BoxNet2, WareHouse, BoxLift [20]
HMAS [20] ViLD GPT-4 GPT-4 Ob., Act.,, Dx.| GPT-4 Action list | Collaborative planning, manipulator, object transport BoxNetl, BoxNet2, WareHouse, BoxLift [20]
-
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Latency Characterization

Takeaway:
Sensing. Planning [Z] Communication|[X] Memory [[] Reflection Execution] o End'tO‘end |atency |n |On g'
R horizon embodied tasks is
JARVIS-1 significant.
DaDu-E
MP5
DEPS .
Ve e LLM-based planning and
OLA communication dominate the
COHERENT
. latency due to repeated runs.
CoELA
COMBO
RoCo
DMAS
HMAS
0 5 10 15 20 25 30

Step Runtime Latency (s)
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Latency Characterization

Takeaway:
[ Sensing [ Planning [T Communication 2] Memory [[]Reflection) [[] Execution I o E N d 'tO‘e N d | ate N Cy | N I on g -

‘ ] hori mbodied tasks i
EmbodiedGPT [Z2NNN NN orizon e odled tasks Is
|
JARVIS-1 NSNS oo B | et . . f
,,,,,,, significant.
DaDu-E FZZRNNNNNNNRRRNRRNNNNNNNNNNNNN sttt ol W N s
| |
MPS 2NNNNNNNNNNNNNNNSNNNNNY R it
DEPS Q‘C:QQQ‘C:QC:C:\‘:\EC:C:QQC:C:C:C:C:\‘:{‘QC:\‘:i‘i‘i:QC:C:\‘:QC:C:\‘:;IJ,J,I EENEEE NN

\\\\\\\\\ , e LLM-based planning and

x\'i;\;\\\;};\_\\;\Lx\\‘I.\.\x\"x\\'\\\\b"\\_\c o erese ]

e —— I o | communication dominate the
COHERENT [ZRSSNSNNfEeraeeeeess T ——

CMAS PESSSNSSNNE T latency due to repeated runs.

D5 WY | R20RNRNRN RORRNNRNRRR NSRRI FEE A 1000 B B

COMBO | S )

RoCo (AW ] * Low-level planning and execution

DMAS [ S e saaran na n ma s -
........ T —— 7T also contribute notable delays

N NN AU NSO OO SO OO OO | B S I B I N R R 1EHE NN
HMAS RS N e e
| |

0 5 10 15 20 25 30 due to multiple executions and
Step Runtime Latency (s) . .
computational complexity.

\\\\\\\\\\\\

MindAgent fEEnee i
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| Latency Characterization

Takeaway: Optimization Recommendation:
 End-to-end latency in long-  The long latency of high-level
horizon embodied tasks is planning and communication can be
significant. optimized through efficient LLM
_> deployment, such as batching,
* LLM-based planning and guantization, lightweight models.

communication dominate the
latency due to repeated runs.
* The inefficiency of low-level planning

* Low-level planning and execution and execution can be optimized via
also contribute notable delays optimized data structure, memory
due to multiple executions and access pattern, parallelism, domain-
computational complexity. specific architecture.
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Viodule Sensitivity Characterization

[l:l © Embodied agent [[]o w/o Communication 5@ w/o Memory []©w/o Reflection [CJow/o Exec. }

N A O 0 —
S S & & o
S

Success Rate (%) O

()

N A QN 0 =
S O O O <9
[e)

Success Rate (%) O

O

Takeaway:

* Memory and reflection
modules are critical for task
efficiency, tracking agent
status and task success.

* Low-level execution module
plays an indispensable role
in system functionality.

L~ L_ r L r
I:l max , 100 2 I:l max , 100 2 I:l max
= 120 80 & = 120 80 & =2 70
a, 9 & L =
2 90 0 35 2 9 05 & 50
g 40 2 g 40 2 9
2 60 5 & 60 5 & 30
) 20 8 © 20 o B
Z 5 % 3 2

30 0 30 0 10

CoELA COMBO COHERENT
I:l LmaxE 100 o Lmax 100 o Lmax
= 120 80 & = 70 80 & =120
o, Lo & L 2
2 40 2 g 40 » o
= 60 g & 30 5 2 60
o 20 3 & 20 o ©
z a2 =
30 0 10 0 30
RoCo HMAS JARVIS-1
ISPASS 2025
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| Viodule Sensitivity Characterization

Takeaway: Optimization Recommendation:

e System can be optimized by
improving communication efficiency,
enhancing memory through context
summarization, and strengthening
reflection with error correction.

* Memory and reflection
modules are critical for task
efficiency, tracking agent :>
status and task success.

* Low-level execution module * Offloading low-level execution to
plays an indispensable role specialized controllers and adopting
in system functionality. a hybrid planning framework can

further boost task efficiency.
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| \Viemory Characterization
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70
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Multi-Agent Centralized System

100
90
80
70

60
50

@ Task Success Rate (%)

1

3
S
Average steps L
3
S

Average steps L
(o))
S

B W
(=R )

~~
N

i

Task Success Rate (%)

MindAgent

10 20 30 40 50 60
Memory Capacity (#step)

MindAgent

10 20 30 40 50 60
Memory Capacity (#step)

Multi-Agent Decentralized System

100
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(
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-
—
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~
)

s ==

CoELA
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iy
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Takeaway:

* Increasing memory module
capacity improves success
rates and reduces #steps,
especially for complex tasks.

* However, excessively large

memory introduces

inconsistencies and increases

retrieval time per step.

Zishen Wan | School of ECE | Georgia Institute of Technology
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| \Viemory Characterization

Takeaway: Optimization Recommendation:

* Increasing memory module * The memory module overhead and
capacity improves success inconsistency can be optimized with
rates and reduces #steps, a dual memory structure:
especially for complex tasks. :> * Long-term memory stores static

environmental information;

* However, excessively large e Short-term memory captures
memory introduces real-time updates on agent status,
inconsistencies and increases task progress, and interactions.

retrieval time per step.
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| Token Length Characterization

X

=

S
)

%103

—_ =
N N

Token Consumption
(o <]
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—

Token Consumption
[\S]
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Takeaway:

* Token length increases as tasks

1
RoCo | £ MindAgent progress, driven by repeated
0 _10 15 20 25 0 10 _20 30 40 50 . . .
Time Step ®) Time Step information retrieval and
2 . .
10 —— concatenated dialogues, leading
S 12 gent 1 plan . .
g Agent 0 plan to higher computational costs
g 8 and efficiency degradation.
8 4 Agent 1 message
é Agent 0 message
S ) CoELA
0 10 20 30 40 50
© Time Step
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| Token Length Characterization

Takeaway: Optimization Recommendation:

* Token length increases as tasks * Token length inefficiency can be
progress, driven by repeated optimized through context-aware
information retrieval and management and compression
concatenated dialogues, leading :> techniques, such as summarizing
to higher computational costs dialogue history, removing irrelevant
and efficiency degradation. information, and compressing

repeated patterns to keep the LLM
context both efficient and relevant.

ISPASS 2025 Zishen Wan | School of ECE | Georgia Institute of Technology 41



| Scalability Characterization

100
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50

Z Task Success Rate (%)

~
Task Latency (min),_,
— W W 9 O =
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COMBO
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Takeaway:

* Multi-agent embodied
systems face scalability
challenges as the number of
agents increases.

* Centralized vs. decentralized:
* Centralized systems:
success rate challenge
* Decentralized systems:
latency challenge
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| Scalability Characterization

Takeaway: Optimization Recommendation:

* Multi-agent embodied * The scalability challenges of multi-
systems face scalability agent embodied systems can be
challenges as the number of optimized through hierarchical
agents increases. cooperative paradigm:

:> * Agents are grouped into clusters

* Centralized vs. decentralized: when close enough, cooperating

* Centralized systems: centrally within clusters and
success rate challenge decentrally across clusters.

* Decentralized systemes:
latency challenge
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(?) Research Question:

How to enhance the efficiency and scalability
of cooperative embodied systems?
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| Outline

* Demonstrate optimization opportunities
and scalability-efficiency improvements
for embodied systems.

@)

ISPASS 2025 Zishen Wan | School of ECE | Georgia Institute of Technology

45



| Memory Optimization — Dual Memory Structure

4 ° ° :
Environmental Graph Agent Interactions and Embodied Tasks
; ' [ Alice (agent 0) Bob (agent 1)
E “Hi, Bob. I havs:
oo gy i
: [ ; remember you this soon. I;mdl do
| - ha:: ::“cl:ril Sl:)llllle not find any other
- fetl::h on’e peai’l here r:::)l;lg:ts:st?\]’]vglllng?z)
and put i.t onto the explore other rooms
plate while I go to after finishing tasks
explore other above.”
room?”
‘ ! — J
Long-term Persistent Memory Short-term Dynamic Memory
Semantic | Object i, position , layout i Object Status | -+ did I
Memory | Opject j, position j, layout j Agent Status | R e
Procedural Sub-task m Action History | - we o >
. Memory Sub-task » JIR Dialogue History | - - > |

 Dual-memory structure for agentic systems:
J Long-term memory: subtask and environment info
L Short-term memory: action, dialog, agent history (periodically update)
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| Scalability Optimization - Hierarchical Coop. Planning

ISPASS 2025

-

e ap e , | ey oy
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(d Hierarchical cooperative planning for agentic systems:
 Inter-cluster decentralized cooperation
 Intra-cluster centralized cooperation
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System Optimization — Execution Pipeline

B l bodied Communication ’ Generate} ‘ Planning ] Makea >[ Execution
aseline embodie Module ©]a message Module © Jhigh-level plan Module
system pipeline

Translate high-level plan into low-level action and execute

Send the message

Communication]M)—_
E ti
Optimized embodied ‘ } ‘ Planning ] Makea l Module © | a message

Module & J high-level plan

system pipeline

Traditional
Strategy

Optimized
Strategy

Latency of 4 steps in different strategies Time

[ Efficient execution pipeline
1 Planning-then-communication strategy
M Planning-guided multi-step execution
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| Hardware Optimization — Heterogenous SoC
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| Hardware Optimization — Heterogenous SoC

|
Communication L : 4 A-Star ) ( LLM )
) = § Module (C) @ | Subirst Sih
: system ubsystem
D Planning Module | Host CPU g Host CPU
1‘ ® . z
' APU ? g GPU Block
§ Memory Module (M) 5 W wl
. =
§ oo | Observation Memory . Brccutiol § APU g .g Q GPU Block
S —> N - Retrieved | b — > = 2] = O
5 Module (S)| | |__Action Memory Y Module (E) S =
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£
o 00 172) 2 o 0 0
| \ 1z ¢ y,
Reflection Module@]‘_ I
(R) :
: A*-Subsystem LLM-Subsystem
I
, (System 1) (System 2)

( Hardware system for embodied agent systems:
J LLM Subsystem: for high-level decision making and communication
1 Control Subsystem: for low-level planning and action

Wan, Du, Ibrahim, et al, “ReCA: Integrated Acceleration for Real-Time and Efficient Cooperative Embodied Autonomous Agents”, in ASPLOS 2025
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| Summary

Embodied agents integrate perception, cognition, and physical action
to conduct long-horizon tasks

—

e Understand fundamental building blocks .
and paradigms of embodied systems.
g\
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This
Work

> e
&%

Latency and Energy

Efficiency
Performance f
Scalability

* |[dentify system characteristics and sources
of inefficiency of embodied systems.

|
Long-Horizon

Task Performance

* Demonstrate optimization opportunities
and scalability-efficiency improvements
for embodied systems.
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| Opportunities for Embodied Al Agent Systems

Layered software stack for Integrated computing architecture

embodied Al flexibility for embodied Al efficiency
- Control adaptation layer: simplify hardware integration - Integrate multimodal sensors seamlessly
- Core robotic function layer: handle autonomy operations - Deliver robust computational support for robotic kernels
- Application layer: enable Al application development - Facilitate visual-language model applications

Data-centric design automation for Standard framework for embodied Al

embodied Al scalability safety and reliability
- Need extensive and high-quality datasets - Safety: malfunctional behavior can result in harm to humans
- Design automation pipeline: synthetic and real-word data - Reliability: consist performance across conditions
- Digital twin and hardware-in-the-loop development - Fault Tolerance: recover from errors with minimal disruption

- Standard: 1SO26262 for AV -> what’s for embodied Al?
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