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vEfficiency-Performance-Scalability Improvement
ü Task success rate and runtime

vSystem Challenges: Latency, scalability, module sensitivity
ü Latency: large planning and communication runtime latency.

ü Scalability: Decentralized EAI systems suffer from exploded latency;
Centralized EAI systems suffer from reduced task success rate.

üModule Sensitivity: planning and execution modules are critical.

COOPERATIVE EMBODIED AI AGENT SYSTEMS SYSTEM CHARACTERISTICS AND CHALLENGES
vTask: Long-horizon multi-objective task & planning
ü Applications: complex household task, object transport, etc.

üModular framework for embodied AI agents.
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RECA: ACCELERATION FRAMEWORK FOR COOPERATIVE EMBODIED AI AGENTIC SYSTEMS

HARDWARE-LEVEL OPTIMIZATION EVALUATION RESULTS
vHeterogeneous Hardware System
ü LLM subsystem (high-level plan); A* subsystem (low-level plan)
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Goals Challenges Methodology

Latency and Energy

This Work 
(ReCA)

Deployment

Challenge-2:
Low cooperative efficiency & 

memory inconsistency

Challenge-3:
Limited scalability with large 

number of agents

Key Idea-1:
Local LLM & Planning-guided 

multi-step execution

Key Idea-2:
Dual memory structure: long-term 

and short-term memory

Key Idea-3:
Hierarchical centralized/

decentralized coop. planning

Evaluate: across 
scenarios, number of 

agents, tasks, 
environments, etc 

Target: real-time and 
efficient cooperative 

embodied agentsEfficiency, Performance 
Scalability

Lo
ng

-H
or

iz
on

 T
as

k 
Pe

rf
or

m
an

ce

Hardware
level

Algorithm
level

System
level

Challenge-4:
Sensitivity of low-level planning 

and execution

Key Idea-4:
Heterogeneous A-star subsystem 

and GPU subsystem

Challenge-1:
Long planning & 

communication latency

High-level planning Low-level execution

Task time: 18min $$$ Task time: 6min  $

Coop. efficiency: 66% Coop. efficiency: 83%

Success rate: 71% Success rate: 94%

Action latency: 1sAction latency: 8s

Configurations: 
system & 
hardware

SYSTEM-LEVEL OPTIMIZATION
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Intra-cluster 
Centralized Cooperation

Inter-cluster 
Decentralized Cooperation

vDual-Memory Structure
ü Long-term & short-term memory

vHierarchical Cooperative Planning
ü Inter-cluster central & inter-cluster decentral

vPlanning-Guided Efficient Execution
ü Plan-then-comm; plan-guided multi-step exe

ü Scalability under large num of agents
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