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Complex Question Answering
NN accuracy: 50%

Interactive Learning

Abstract Reasoning Automated Theorem Proving

Ethical Decision Making Competitive Programming

NN accuracy: 53% NN accuracy: 0%

NN accuracy: 8.7%NN accuracy: 65%NN accuracy: 71%

Traditional NNs are not good at reasoning
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Neural Symbolic
Recognition

Flexibility

Scalability

Explainability

Knowledge

Data Efficient

Neural-Symbolic AI (NSAI)

• A compositional system to enhance cognitive capability for reasoning tasks.
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Neural-Symbolic AI example

• Visual Reasoning

[CLEVR dataset]

Slide Adapted from MIT 6.S191: Neurosymbolic AI 
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Neural-Symbolic AI example

• Visual Reasoning

Visual Perception
Logical
Reasoning

Question Understanding
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Neural-Symbolic AI example

• Visual Reasoning

Visual Perception
Logical
Reasoning

Question Understanding

CNN

NLP

Symbolic
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NSAI algorithm structure
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NSAI workloads system characterization

Z. Wan et al., "Towards Cognitive AI Systems: Workload and Characterization of Neuro-Symbolic AI,"

2024 IEEE International Symposium on Performance Analysis of Systems and Software (ISPASS)
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NSAI workloads system characterization

Neuro-symbolic workload exhibits high latency compared to neural models; 

Symbolic component is processed inefficiently on off-the-shelf CPU/GPUs
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Automated customizable design 
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NSAI algorithms deployment challenges:

• Memory & compute inefficiency

• Heterogeneous compute kernel

• Algorithm diversity

Automated customizable design 

Efficient and flexible architecture

Automated and customized 

FPGA deployment
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An end-to-end automated FPGA framework for 

accelerating and deploying generic NSAI workloads.
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An end-to-end automated FPGA framework for 

accelerating and deploying generic NSAI workloads.

➢ Identifies data dependency for the workload

➢ Explores design space with parameterizable 

HW blocks.

➢ Generates and deploys optimal dataflow 

architecture on FPGA

✓ Enables automated, efficient and scalable 

dataflow and architecture solutions for NSAI
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Frontend

Backend
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Frontend

Backend



NSFlow Backend
Flexible Hardware Architecture
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w/ RTL blocks parameterizable by config files
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An accelerator template

w/ RTL blocks parameterizable by config files

❑ Adaptive Systolic Array:

for efficient Neuro & Symbolic processing

Z. Wan, H. Yang, R. Raj et al., "CogSys: Efficient and Scalable Neurosymbolic Cognition System via Algorithm-

Hardware Co-Design," 2025 IEEE International Symposium on High Performance Computer Architecture (HPCA)
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An accelerator template

w/ RTL blocks parameterizable by config files

❑ Adaptive Systolic Array:

for efficient Neuro & Symbolic processing

Enables efficient Vector Symbolic operation processing on systolic array



NSFlow Backend

41

An accelerator template

w/ RTL blocks parameterizable by config files

❑ Adaptive Systolic Array:

for efficient Neuro & Symbolic processing

❑ SIMD Unit:

for element-wise ops



NSFlow Backend

42

An accelerator template

w/ RTL blocks parameterizable by config files

❑ Adaptive Systolic Array:

for efficient Neuro & Symbolic processing

❑ SIMD Unit:

for element-wise ops

❑ BRAM Blocks:

for flexible on-chip memory



NSFlow Backend

43

An accelerator template

w/ RTL blocks parameterizable by config files

❑ Adaptive Systolic Array:

for efficient Neuro & Symbolic processing

❑ SIMD Unit:

for element-wise ops

❑ BRAM Blocks:

for flexible on-chip memory

❑ Control Logic:

for HW-level task scheduling
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Dataflow Architecture Generation (DAG)
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• Analyze workload characteristics and data dependencies

• Explore optimal HW configurations and dataflow for backend
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1. Extract Execution Trace from the workload:

wokload.py
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1. Extract Execution Trace from the workload:

wokload.py => et.json
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2. Generate Dataflow Graph for deployment:
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3. Explore optimal HW config and array partition strategy

✓ Reduces search space x10100

• Phase I: Assuming static partition, find the 

optimal array size (H, W, N).

• Phase II: Fine-tune for dynamic partition to 

better balance Neuro & Symb at runtime
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Experiments setup

➢ Workloads: 
• Algorithms: NVSA, MIMONet, LVRF

• Datasets: RAVEN, I-RAVEN, PGM, CVR, and SVRT

➢ Hardwares:
• Baselines: TX2, Xavier NX, Xeon CPU, RTX 3080, ML accelerators (TPU, Xilinx DPU)

• FPGA deployment: AMD U250
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End-to-end runtime improvement

✓ ~2x speedup over GPU, 2~8x speedup over TPU, ~3x speedup over DPU
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Mixed-precision optimization

✓~6x Memory reduction
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Scalability

✓ Only 4x runtime increase when symbolic workloads scale by 150x
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NSFlow is the first end-to-end design automation framework dedicated to 
accelerate generic NSAI systems
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NSFlow is the first end-to-end design automation framework dedicated to 
accelerate generic NSAI systems

• Identifies the unique optimization opportunities for NSAI acceleration

• Explores the dataflow and architecture design space with a novel algorithm

• Generates a efficient scalable design for FPGA deployment
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NSFlow paves the way 

for advancing efficient cognitive reasoning systems and 

unlocking new possibilities in NSAI.



Thank you!
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