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Safety of Autonomous Navigation

* Swarm intelligence

* Specialized hardware
accelerator

* Hardware fault
* Low operational voltage
* Technology scaling

* Traditional protection
method
* Hardware module redundancy
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Safety of Autonomous Navigation

\ * Swarm intelligence

How is resilience of swarm navigation system to hardware faults?

How do we detect and mitigate hardware faults?

method
* Hardware module redundancy
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Related Work

* Reliability of single-agent autonomous system

 Kernel-based [2]
-:-[ Perception ]—-[ Plannlng ]—~[ Control =T

:
|

_____________________________________________

[1] A. Toschi et al., NPC’19 [2]Y. Hsiao*, Z. Wan* et al., arXiv'21 [3] Z. Wan et al., DAC’21

How about reliability of multi-agent autonomous system (swarm intelligence)?

17 March 2022 Zishen Wan | School of ECE | Georgia Institute of Technology 4



Related Work

* Fault characterization
* Neural network in supervised learning: PytorchFl, Ares, TensorFl

How about reliability of reinforcement learning-based (long-term decision

making) system?

* Fault mitigation
* Hardware redundancy-based method: DMR, TMR

Can we propose an application-aware lightweight protection method?
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Transient Fault Analysis for Federated Reinforcement Learning
(FRL) -Based Navigation Systems

‘ % \ Transient fault injection for FRL-based navigation systems

‘—'— Transient fault characterization for FRL-based navigation systems

coo I

A

17 March 2022

Transient fault mitigation for FRL-based navigation systems
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Transient Fault Analysis for Federated Reinforcement Learning
(FRL) -Based Navigation Systems

‘ % \ Transient fault injection for FRL-based navigation systems
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Federated Reinforcement Learning (FRL) System

Multiple environments
Server OFt = f (65,05 ,...,080) sbcdefghij  abedergnij

EENEEE
eg+l Tag— ef*l Té)’f‘ eff:ll Tﬂii:l

Update Pohcy
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Update Pohcy Update Pohcy

’ RL Return | ‘ ’ RL Return T ‘ ’ RL Return T ‘

Unified
Policy trained on meta environments (simulator) p°|'cyk
--> transfer to real scenarios with fine-tuning networ
Training: phase with changing exploration- ‘
exploitation ratio Action
Inference: a greedy exploitation phase probabilities
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FRL with Faults

* Fault Type: Transient fault
* Model: random bit-flip

* Fault localization: memory

Agent 1 Agent 2 l H
\ Server/ /|\ / %
\

Agent 3 //\ Agent 4

RN %x--a% B R

AT 771N AT 771N

No fault Fault in agent Fault in server

* Fault injection: static injection and dynamic injection
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Transient Fault Analysis for Federated Reinforcement Learning
(FRL) -Based Navigation Systems

‘J— Transient fault characterization for FRL-based navigation systems
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Grid-Based Navigation Problem (GridWorld)

* Goal: Start from the source position (), reach the goal state (

avoiding getting into hell (
* 12 Environments

abcdefgdhij abcdefghij abcdefghi]|j abcdefghi|j
0 0 3 0 0
1 1 1 1 9 N agent
2 2 2 2
3 0 3 3 3
4 2 4 4 4 6 4 10
5 g 5 s 5 hell
6 6 6 8 6 1"
7 7 7 7 7
8 8 5 8 8 @ soal
9 9 9 9
e Evaluation metric: average agents’ success rate

: ge ag
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Grid-Based Navigation Problem (GridWorld)

Experiment Overview

. o . . . Policy performance Policy performance
* Tralnlng (On-dEVICe flne-tunlng) in the free of fault in the presence of fault
* Transient fault impact - 5
* Server and agent comparison - l. E l.
* Single and multi-agent comparison ] EEEEE L] EREEE
. ] ]
* Policy convergence ] L]
H  EEEER H  EEEEE
* Inference e N
* Transient fault impact [ N

* Single and multi-agent comparison
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Training — Transient Fault Impact

Success Rate (%)

g% ggg 99 99 98 98 97 94 88 79 [GEIEW 100
- 1 Loy 98 98 98 97 98 05 04 87 W60

= o0 L1y 98 98 98 99 08 98 96 93 90 &2 S
5 o g 989998 98 98 07 98 96 94 91 ()
S 56 (L) 9899 98 98 98 97 98 98 7 96 z
g oy oo mosososos N
& 2L (08%) "gg 93 99 93 98 93 93 97 93 98 c
5 16 (0:6%) g9 93 99 93 98 99 98 98 97 98 &
£ 10(04%) "9 99 93 93 99 93 98 98 98 99 W
Z% 5 (0'2%3 99 98 98 99 98 98 98 98 99 98 [,

0100 200 300 400 500 600 700 800 9001000
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* Transient fault occurred in later episodes with high BER has higher impact
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Training — Transient Fault Impact

Success Rate (%)
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* Transient fault occurred in later episodes with high BER has higher impact
* 0 -> 1 bit-flip has higher impact than 1 -> 0 bit-flip
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Training — Server and Agent Comparison

Faults in server: Faults in agents:
T 52 (2.0%) Success Rate (%) ] = Success Rate (%)
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* Server faults have higher impact than agent faults
=) Apply fault mitigation method in server
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Training — Single and Multi-Agent Comparison

Faults in agents of FRL system: Faults in single-agent system:
Success Rate (%) Success Rate (%)
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Training — Single and Multi-Agent Comparison

Faults in agents of FRL system: Faults in single-agent system:
Success Rate (%) Success Rate (%)
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* Multi-agent FRL system exhibits higher performance and resilience than single-
agent system
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Training — Single and Multi-Agent Comparison

TABLE 1I: [GridWorld] Standard deviation (std) of the consensus
policy. Larger std indicates better differentiation between good and bad
actions. Multi-agent system has higher std than single-agent system,
indicating its higher performance and resilience. n means #agents.

/
: Single-agent Multi-agent (n=4) Multi-agent (n=8) Multi-agent (n=12)
. Std 0255 wemmm) (0405 =) (472 wm—) (.504

(The larger of the value, the better of policy generalizability)

* Multi-agent FRL system exhibits higher performance and resilience than single-
agent system

* Policy in multi-agent system is able to generalize better

17 March 2022 Zishen Wan | School of ECE | Georgia Institute of Technology 18



Training — Policy Convergence

Question: Whether policy can finally converge after faults occurred?

50 * Faults are injected at 900t episode with different BER
[«b}
Z
3
S
&
i I
£,1000- !
=, 900 :
800 - . : : A
' 0% 0.5% 1% 1.5% 2%l
' _ _ _ Bit Error Rate _ _
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Training — Policy Convergence

Question: Whether policy can finally converge after faults occurred?

_— o oy,

(
I gg 1600 4 —=— Agent
I 4 | —e— Server
I = 14001
I © I
= I
» 1200
I o I
13 I
|2 900 I - _ __ Inject Taults
I 800 I . - - -
\ ’0% 0.5% 1% 1.5% 2%
-_—_—— Bit Error Rate

* Faults are injected at 900t episode with different BER
* The episodes taken to converge after fault injected
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Training — Policy Convergence

Question: Whether policy can finally converge after faults occurred?
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* Faults are injected at 900t episode with different BER

I—e— Server * The episodes taken to converge after fault injected
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* Transient faults will NOT affect policy convergence with longer fine-tuning
training time
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Inference — Transient Fault Impact

100 A
S
\q': 75 1
+ Multi-Agent System:
Cj 50 - —&— Multi-Trans-M
@ —»—  Multi-Trans-1
(&}
U:; 25 1

Multi-Trans-M: faults affect all following action steps

Multi-Trans-1: faults affect one action step

0.0 0.5 1.0 15 2.0
Bit Error Rate (%)

* The sequential decision-making procedure of FRL system
==) One action step fault does not necessarily result in task failure
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Inference—Single and Multi-Agent Comparison

. 1007 Single-Agent System:
= - —m—  Single-Trans-M
4% Multi-Agent System:
Ci 50 - —0— Multi-Trans-M
§ —>—  Multi-Trans-1
= 251
. Multi-Trans-M:
0= . . . : faults affect all following action steps (FRL System)
0.0 0.5 1.0 1.5 2.0

Bit Error Rate (%) Single-Trans-M:
faults affect all following action steps (Single-agent sys)

* Multi-agent FRL system is more resilient than single-agent system
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Drone Autonomous Navigation Problem

* Environments and Demos * Policy Architecture

’ ot Convl Conv2 Conv3 FC1 FC2

103 1024 1024

96
12 64 p— pa—
4
5 / 25
5
12 4

103

3

l:‘ Input Feature Map l:‘ Conv Layer . MaxPool l:‘ Fully Connected Layer

e Evaluation Metric

PED RA * Drone safe flight distance

(the longer, the better)
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Drone Autonomous Navigation Problem

. Enwronments and Demos Experiment Overview

* Training (on-device fine-tuning)
* Transient fault impact
* Single and multi-agent comparison
 Different number of drones
 Different communication intervals

* Inference
 Different layer type
 Different data type
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Training — Transient Fault Impact

FRL system: faults in agent

Flight Distance (m)

le-1- 720 /g

Qo 697 681 649 N
ch@ le-2 - 640 8
. 707 696 690 560 o
S le-3- g
S 718 712 705 480 A
= le-4- 400 2
aa) 722 717 715 .ob
320

0- l I I
0 1000 2000 3000

Fault Injected Episode

* Faults occurred in later fine-tuning episodes with a higher BER
impact the system more
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Training — Single and Multi-Drone Comparison

FRL system: faults in agent FRL system: faults in server Single-agent system
Flight Distance (m) . Flight Distance (m) Flight Distance (m)
le-1- -720 g le-1- -720 g le-1- - 720 5
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Training — Single and Multi-Drone Comparison

FRL system: faults in agent FRL system: faults in server Single-agent system
Flight Distance (m) . Flight Distance (m) Flight Distance (m)

le-1- -720 g le-1- -720 g le-1- - 720 5
© 697 681 649 = 688 656 | 582 E o 670 638 | 571 =
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s 07696 690 s B o 704 683 653 | 5 i 681 663 645  |lso0 3
S le3- Z 2 1le3- % 2 1le3- Bz
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0- . . , W30 0~ : . 320 (7 0~ | | . B0

0 1000 2000 3000 0 1000 2000 3000 0 1000 2000 3000

Fault Injected Episode Fault Injected Episode Fault Injected Episode

* Multi-drone FRL system exhibit higher performance and
resilience than single-drone system.
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Training — Number of Drones

(the higher, the better)

£ 700 1
S
5 6501
E —&— (6,Server)
= 6007 —o (4,Server)
25504 % (BServen (6/4/2, Server):
0 oA le-3 1e-9 le.1 (Total number of drones, faults in server)

Bit Error Rate

* More drones helps improve FRL system resilience
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Training — Number of Drones

(the higher, the better)

£ 700- —==s5§ss

®

5 6501 :
é —&— (6,Server) =~ (6,Agent)

- 6001 —o (4,Server) (4,Agent)

EO | —®—(2,Server) -~ (2,Agent)

= 550

0 led  1e3  le2
Bit Error Rate

le-1

(6/4/2, Agent):
(Total number of drones, faults in agent)

* More drones helps improve FRL system resilience
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Training — Communication Interval

(C.l.: Communication Interval)

2 CI [E3 2xCIl EE 3xClL

= 750 - — = After 2000t episode, drone
— (Higher is better) = e

© & - 60 S & perform more exploitation

= /o S é (policy is almost not updated)
£ 700 [P = =

Q / o B 50 (- 9

- D ¢ g 8 =

2 650 - /| o o .2 Weincrease the communi-
.20 > I g = 7 cation interval between

3 - - 40 7,

No fault Agent fault Server fault Corlnm. agent and by 2x or 3x
(BER=1e-2) (BER=1e-2) cost

* Longer communication interval makes FRL system more
vulnerable to agent faults
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Training — Communication Interval

(C.l.: Communication Interval)

2 CI [E3 2xCIl EE 3xClL

= 750 - T —— = After 2000t episode, drone
o (Higher is better) L 60 g £ perform more exploitation
O 3 - ..
S /o 3.2 (policy is almost not updated)
S 7001 [ b ¢ o
n o
5 / o B 50 (- 9 1
- o g ,_8 =
2 650 - /| o o ¢ .2 Weincrease the communi-
.27 p { | 0 0 = 5 cation interval bet
= L | A° | - 40 & cation interval between

No fault Agent fault Server fault Comm. agent and by 2x or 3x

(BER=1e-2) (BER=1e-2) cost

* Longer communication interval alleviates impact of server fault
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Training — Communication Interval

(C.l.: Communication Interval)

2 CI [E3 2xCIl EE 3xClL

= 750 - T — = After 2000t episode, drone
Py (Higher is better) : ( Otﬁf:;rs) - 60 g & perform more exploitation
= /o ! /] S é (policy is almost not updated)
£ 7001 [ 1 | o =
A | / o
A A | -00 o .S 1

o g I o '_8 =
= 650 - /] o o ¢ ! ] 4 .2 Weincrease the communi-
.2 P 9 A°ll ' [ A° S 5 cation interval between
E < T T I T - 40 Z

No fault Agent fault Server fault Comm. agent and by 2x or 3x

(BER=1e-2) (BER=1e-2) cost

* Longer communication interval reduce communication cost
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Inference — Layer Type

g Convl Conv2 Conv3 FC1 FC2

L 103 9 1024 1024

S 600 - ” 64 e

_fg 4 5 %

A% —&— Convl -~ FCl1

E 4004 —o— Conv2 FC2 W ol P s

< —&— Conv3

E I 1 1 I I 1 i - o

O ]. 6—5 1 6—4 16—3 18—2 16— ]_ l:‘ Input Feature Map l:‘ Conv Layer l:‘ MaxPool l:‘ Fully Connected Layer

Bit Error Rate

* Pooling and activation operations make layers more robust since bit-
flips have higher probability of being masked and ceased propagation
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Transient Fault Analysis for Federated Reinforcement Learning
(FRL) -Based Navigation Systems

coo I

A Transient fault mitigation for FRL-based navigation systems
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Training — Server Checkpointing

* Fault Indicator: Cumulative reward drop exceeds x% within y
consecutive episodes (x and y are parameters)

Fault in Agent Fault in Server

* Detection: agent i reward drop * Detection: more than half of
agents reward drop
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Training — Server Checkpointing

* Fault Indicator: Cumulative reward drop exceeds x% within y
consecutive episodes (x and y are parameters)

* Fault Mitigation: save checkpoint in server and update every 5
communication intervals

Fault in Agent Fault in Server

* Detection: agent i reward drop * Detection: more than half of

* Recovery: copy server agents reward drop

checkpoint to agenti memory * Recovery: copy server
checkpoint to server memory
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Training — Server Checkpointing

* Evaluation

Flight Distance (m) Flight Distance (m)

le-1- - 7920 /8“ 0- -720%\
o 688 656 582 = @ 723 718 713 =
< le-2- - 640 o = le-4 - - 640 o
Q; L, T s Es . Loy = 2 e 7 T4 P B
= 1€-90 - A7 S le-3- 7
5 AN UL 450 A 57 9 1 o 480 3
+ le-4- = + -2 - =]
2 722 713 708 NE: EY e 7 71 N
0 A | | | 320 = 1e_1 - ! ! \ 320 E

0 1000 2000 3000 0 1000 2000 3000

Fault Injected Episode Fault Injected Episode
After fault injection After fault mitigation

* The impact of transient fault during training can be alleviated
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Inference — Range-Based Anomaly Detection

 Detection: Statistically anomaly detection, (ai, bi) -> (1.1ai, 1.1bi)
* Recovery: skip faulty operations
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Inference — Range-Based Anomaly Detection

 Detection: Statistically anomaly detection, (ai, bi) -> (1.1ai, 1.1bi)

* Recovery: skip faulty operations
* Evaluation:
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GridWorld Drone autonomous navigation

Success Rate (%)
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o
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Inference — Range-Based Anomaly Detection

 Compute overhead

[ Baseline [ Detection (Ours) == DMR B2 TMR
170 A

Higher is better

1651 g——"1T "2 "]
aoooc\\§I
160 1 oo <t
D O
155 A oo\

-BOC\ P

AirSim Drone (Ours)

Flight Distance (m)

—_
ot

e
%6
o
/A

AirSim Drone

Type mini-UAV
Size (mm) 650
Weight (g) 1652

Battery 6250

Capacity (mAh)

* Using a drone roofline-like berformance modeéfrishnan et al, CAL 2020]
* Negligible overhead compared to DMR, TMR
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Inference — Range-Based Anomaly Detection

 Compute overhead

[T Baseline X Detection (Ours) BEEE DMR A TMR AirSim Drone | DJI Spark
170 10 - Type mini-UAV micro-UAV
/é\ ngher is better /é\ 11041 P9 \ _____ \ — Size (mm) 650 170
~ 165 1 promg < ey = 100 - D°o°<\ = Weight (g) 1652 300
= o ”I = g0 {80 Sy o Battery 6250 1480
216041.°, \ <y e s 901k o <\ X Capacity (mAh)
g . ™ z ]0419 @ -
2155-00 S e :oc\ o0 "_'
< . 5 70188 '
=2 150 { |88 = °°‘\ Y
S8 F 1o o
B °© <\ y 50 1220 AN /
AirSim Drone (Ours) DJI Spark Drone

* Using a drone roofline-like performance model [Krishnan et al, CAL 2020]
* Negligible overhead compared to DMR, TMR
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Drone Flight Trajectory Demo

No Fault:

Start
location
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Drone Flight Trajectory Demo

No Fault:

Start

location
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Drone Flight Trajectory Demo
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In This Talk

Transient Fault Analysis for Federated Reinforcement Learning
(FRL) -Based Navigation Systems

——> = coo 4

-, A

The safety and reliability A fault injection Large-scale fault Low-overhead fault
of swarm intelligence framework that emulates  jnjection study in both detection and recovery
navigation systems is hardware faults and training and inference  techniques for both

important, but not well enables rapid fault stages of FRL systems  training and inference
understood analysis of FRL systems  ag3inst transient faults
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